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Abstract
Every state in the U.S., the Federal Judiciary, and military courts appoints one or more forensic mental health examiners (FMHE) to provide opinions concerning a defendant’s competency to stand trial (CST). In the forensic CST evaluation situation, where forensic examiners and judges seek to determine a defendant’s adjudicative competency, the stage is set for a classical interrater agreement trial. This paper examines interrater agreement in forensic examinations, including basic concepts, procedural aspects, and consideration of clinical, situational, and systemic factors which enhance or detract from rater concordance. Hawaii’s procedure of appointing three FMHEs for CST determinations is used as an exemplar.  Clarity and specification of legal criteria, training of evaluators, standardization of evaluation procedures, performance feedback, bias monitoring, and use of empirically developed forensic assessment instruments (FAIs) are recommended to improve the accuracy of CST opinions and quality of forensic CST reports.
The Evaluation of Criminal Competencies
Every state in the US, the Federal Judiciary, and military courts has established a system for determining competency to stand trial (CST), criminal responsibility (CR), and conditional release after acquittal and committal (CnR). The forensic evaluation of CST remains one of the most commonly administered forensic mental health procedures, affecting tens of thousands of defendants, and millions of dollars of allocated budgets for confinement, bed utilization, and compensation of examiners. Although jurisdictions vary in the statutory basis for the procedures, as well as the criteria for determining a defendant’s criminal competencies, the approach typically involves appointment of mental examiners who perform the evaluation and report their findings and opinions to the Court. Most of these approaches involve variations in the number of examiners (see Appendix).   
The recently published AAPL Practice Guideline for the Forensic Psychiatric Evaluation of Competence to Stand Trial (Mossman, Noffsinger, Ash et al., 2008) summarize the sources of law, definitions of incompetence, appointment of evaluators, and other dimensions associated with CST evaluations.  Some examples for various state jurisdictions, the Federal judiciary, and military courts are listed in the appendix. 
Standard procedure for the conduct of CST examinations typically involves application of clinical observations, facts, and opinions to the jurisdiction’s statutory CST criteria. Examiners review records (police and witness reports, medical and psychiatric records), conduct interviews, contact collaterals, and sometimes administer forensic assessment instruments (Gray & Acklin, 2007; Melton, Petrila, Poythress, & Slogobin, 1997). In a situation where one (or more than one) evaluator and the judge must come to a decision concerning CST, the stage is set for an interrater agreement trial. 

This paper examines the forensic CST evaluation process through the application of basic behavioral science principles of interrater agreement and reliability, including definitions and a model for the evaluation process; behavioral, performance and standards-based assessment procedures; methods of quantifying consensus; and examination of procedures and factors which enhance or detract from evaluator concordance. The focus supports the general trend in forensic psychology toward empirically-based forensic behavioral science. 
Interrater Agreement in Forensic CST Evaluations
The psychological study of CST evaluations is rooted in psychometric theory and applied psychometrics (Haynes & O’Brien, 2000). “Psychometrics addresses several important evaluative dimensions of psychological measurement and the clinical inferences that can be drawn from assessment data” (Haynes & O’Brien, 2000, p. 200). A supraordinate question that is central to clinical judgments is “How confident can we be that data from an assessment instrument are appropriate for the clinical judgments we must make?” (p. 200). Psychometrics includes a range of techniques including reliability, validity, and utility focusing on an instrument’s “validity, accuracy, stability, generalizability, consistency, and meaning” (p. 200).
In an interrater agreement trial, a code or scoring system using defined criteria is applied to an observable phenomenon, in this case the defendant’s behavior during the evaluation process. Agreement between raters demonstrates the coding system’s consistency and effectiveness. Reliability analysis has been applied to practically every empirical construct in behavioral science, including Rorschach test codes, percentages, and indices (Acklin, McDowell, Verschell, & Chan, 2000),  DSM psychiatric diagnoses, manuscript acceptance decisions, ratings of sexual dangerousness, parental ratings of children’s behavior, coding of marital interaction, assessment of social skills deficits, and just about any other construct you can imagine. The reliability of forensic issues: CST (Zapf & Roesch, 2005), criminal responsibility (Fukunaga, Pasewark, Hawkins, & Gudeman, 1981; Rogers, Wasyliw, & Cavanaugh, 1984), dangerousness (ref) and conditional release (Edens & Otto, 2001) are of special interest to Forensic Mental Health Evaluators (FMHE). Reliability analysis also has extensive applications in other fields of science including, remote sensing, astronomy, and medicine. Reliability is a necessary basis for truth claims in contemporary philosophy of science and the foundation for validity (Anastasi & Urbina, 1996). 
Reliability is defined as the degree of consistency of a behavioral coding scheme between raters (interrater reliability), across time (temporal stability), and across situations (trans-situational generality). “A reliable instrument is one with small errors of measurement, one that shows stability, consistency, and dependability of scores for individuals on the trait, characteristic, or behavior being assessed” (Mitchell, 1979, p. 376). Establishing reliability is a prerequisite of validity; that is, do the observations and opinions accord with reality? Are the observations and opinions really true?  Thus, in a forensic CST evaluation, is the coding scheme, typically statutory, consistent and specific enough to permit acceptable levels of agreement between raters? Does it yield valid data, that is, are defendants judged competent or incompetent to stand trial, really competent or incompetent?
Behavior may be coded as absent or present, for example, whether a defendant is competent to stand trial or not (a nominal or categorical level of measurement). Behavior may also be assessed on a scale of frequency, intensity, or duration (an ordinal or interval level of measurement). Reliability is numerically expressed by a variety of coefficients of association: intraclass correlation, percent or proportion agreement, occurrence agreement, nonoccurrence agreement, Cohen’s kappa, phi coefficient, and others (Fleiss, 1975; Suen, Ary, & Ary, 1986).  “Coefficients of observer agreement are a source of important information about the quality of observational data: the objectivity of different observers using the same method to record the same behavior” (Mitchell, 1979, p. 386).  The individual properties of concordance coefficients, including their overlapping properties and mathematical commonalities, depending on the application, data, and statistical assumptions have been debated by measurement specialists (Suen, 1988; Suen, Ary, & Ary, 1986; Zwick, 1998). 
Agreement coefficients derived from differing statistical assumptions, epistemological paradigms, yield differing types of information.1 Understood as a psychological construct, CST can be viewed both as an observable behavior and a hypothetical construct which cannot be directly observed. Cone (1986) classifies this type of information under the nomothetic-trait paradigm as opposed to the directly observed idiographic-behavior paradigm. The paradigm dictates the type of observational reliability indices. Suen (1986) is his classic paper distinguishes between the types of indices, their epistemological distinctions, interpretive orientations, and types of data provided (Suen, 1986). In contrast to the Skinnerian idiographic-behavior paradigm, “the nomothetic-trait view has a wider scope of acceptable events to measure. Therefore, either a criterion-referenced or a norm-referenced interpretation of the data will be appropriate depending on the selection of assessment: a set, external criterion or a subject’s relation to a normed group…Interobserver agreement indices are appropriate for nomothetic or idiographic paradigms and criterion-referenced interpretations. They are essentially measures of observer interchangeability in situations of multiple observers with a single subject or event” (Suen, Ary, &Ary, 1990, p. 360). Interrater agreement seeks to quantify agreement between FMHE and between FMHE and the Court. Participants in an interrater reliability trial are traditionally described as raters, observers, or judges. The term rater will be adopted here to describe the FMHE as interrater reliability trial participant. In a judicial interrater trial, then, the FMHE and the Court are the forensic raters. Tinsley & Weiss assert that the use of nominal scales blurs the distinction between interrater agreement and reliability and the distinction between agreement and reliability is essentially irrelevant (1975). Although the current study focuses mostly on nominal (as opposed to ordinal or interval) data, that is, the categorical presence or absence of CST, the term agreement will be used in what follows. 

The CST evaluation process as understood here is viewed as an applied observational methodology in which a complex set of human behaviors—cognitive, behavioral, motivational, and social-interpersonal—are observed in a quasi-natural setting and documented in relation to statutory definitions of CST. In short, interrater agreement trials “all use human observers to record (and in some cases to summarize and abstract) the behavior of the subjects” (Mitchell, 1979, p. 376). By viewing the forensic CST evaluation as an interrater agreement trial various components and factors of the process may be isolated, studied, and improved. 
Traditionally, interrater agreement focused on the psychometric aspects of test scores (Anastasi, 1982). Since the 1970’s, interrater agreement and reliability methodological issues have been located in the field of behavioral assessment with a focus on “observable, public behaviors” (Haynes, 1978, p. 23). “Behavioral assessment procedures such as observation, interviews, questionnaires…allow the behavior analyst to hypothesize about the subject’s behavior in the natural environment” (Haynes, 1978, p. 137). Observers extrapolate from their findings in the quasi-natural evaluation setting what they predict will characterize the defendant in the natural environment of the courtroom. 

Forensic CST evaluation combines a methodology using behavioral observation, performance-based (free-form responses to standard questions scored by human scorers on a standards-based scale); criterion-referenced (when subjects are measured against defined, objective criteria); and norm-referenced (using a comparison group to evaluate performance) assessment procedures. Defendants’ CST skills are based on a foundation of basic knowledge: a) terms, procedures (“basic competence”); b) fluid cognitive abilities, such as working memory, ability to understand, consider, and weigh information (‘decisional competence”); and c) mental and behavioral status that permits cooperation, assistance, and tolerance of stressors associated with the adjudication process. Increasingly, the use of norm-based and formal performance-based semistructured forensic assessment instruments allows for empirical comparisons to reference groups of competent and incompetent defendants. 

Competency to stand trial is a global attribute that combines a variety of specific behaviors. CST can be viewed as a molar level behavior, that is, “an aggregate of a class of molecular behaviors” (Suen & Rzasa, 2003, p. 38). For example, CST can be viewed as an aggregate of molecular cognitive (attention, verbal comprehension, reality testing, or, expressed in terms of the Dusky CST standard, reasoning or understanding) and behavioral factors (impulse control). “The scores reflecting molar behaviors, being aggregates of molecular behaviors, can be expected to be more reliable than the scores of molecular behaviors” (Suen and Rzasa, 2003, p. 38). Behavioral data may also be interpreted in an absolute or relative manner. “With the absolute approach, behavioral data are interpreted in relation to some absolute standard…this approach is referred to as a criterion-referenced interpretation: (Suen and Rzasa, p. 39). In the relative approach, for example, where one might compare one defendant’s scores on a forensic assessment instrument to scores of the person’s norm group and make decisions based on the relative position of the person, a norm-referenced interpretation is utilized. Thus CST evaluations use both criterion- and norm-referenced data. 
The quality and dependability of CST evaluation data forms the basis of the evaluator’s opinions, and in most cases, the judge’s legal determination. A review of the AAPL guidelines indicates that in all jurisdictions, when questions about the defendant’s fitness to stand trial are raised, Courts typically appoint one, two, or three examiners to conduct the CST evaluation. The judge, of course, is the ultimate “rater.” Debates continue as to whether the judge is truly an independent observer or merely “rubber stamps” the CST evaluator’s findings (Zapf, Hubbard, Cooper, Wheeles, & Ronan, 2004). 
Hawaii is the only state in the US which statutorily appoints three forensic mental health examiners: two psychologists (one community-based and one from the state Department of Health, and a community-based psychiatrist (Hawaii Revised Statutes [HRS], 704-404) to perform examinations when the question of fitness to stand trial or criminal responsibility is raised in felony cases. The process is called a “three panel.” Examinations are commonly conducted in the local state jail, at the local state hospital, or, less frequently, in the examiner’s office. Evaluations are conducted independently. No communication between the examiners is permitted. Although Hawaii uses a three panel evaluation process for CST, CR, and CnR evaluation, only CST will be considered here. Although Hawaii is used as the exemplar it seems likely that the overall process of CST assessment is similar across jurisdictions (Melton, et al, 1997; Skeem & Golding, 1998; Practice Guidelines for the Forensic Psychiatric Evaluation of Competence to Stand Trial, 2007; Zapf, Hubbard, Cooper, Wheeles, & Ronan, 2004).
In the CST evaluation process in Hawaii, the Court order mandating the examination specifies statutory criteria for CST (§704-403  Physical or mental disease, disorder, or defect excluding fitness to proceed.  No person who as a result of a physical or mental disease, disorder, or defect lacks capacity to understand the proceedings against the person or to assist in the person's own defense shall be tried, convicted, or sentenced for the commission of an offense so long as such incapacity endures.). In effect this becomes the criterion which forms the basis of the interrater agreement trial. Raters have access to a variety of information sources, including a file of material gathered by the Adult Client Services Branch, jail or state mental hospital medical chart containing medical/psychiatric records (these may include psychiatric, medical, nursing, social services, and psychological/neuropsychological assessment reports), witness statements, reports of arresting officers, rap sheet, sometimes probation records, and sometimes a legal file documenting the proceedings. For defendants housed at the state hospital, a dangerousness risk assessment, usually based on the HCR-20, is included. On occasion, where defendants are being re-evaluated the FMHE may have access to previous three panel reports. Sometimes defendants are examined on multiple occasions. Information sources are vary widely, creating an “accessibility effect,” (Heilbrun, Warren, Rosenfeld, & Collins, 1994) that is, the availability of information may differ from case to case. In almost all cases, the FMHE conducts a clinical and forensic interview (Robinson, 2007). Examiners rarely administer forensic assessment instruments or forensically-relevant psychological tests (Grisso, 2002; Robinson, 2007; Otto & Heilbrun, 2002). After completing the record review and examination, the FMHE then prepares a report of his or her findings and opinions. Although controversial in some jurisdictions (Melton et al, 1997), in Hawaii, ultimate opinion testimony is mandated in the Court order. Additionally, a standardized report format has been established which includes coverage of various elements: referral information, case caption, data sources, historical information, nonconfidentiality disclosure, clinical-forensic information; forensic opinion to a reasonable degree of psychological certainty, and a rationale for the opinion.  Consistent with judges across the country, the role of the rationale is considered to be a critical factor in the evaluation process, perhaps as important as the forensic opinion itself (Grisso, 2003; Melton, et al, 1997; Skeem & Golding, 1998). 
After the three panel’s reports are filed, a hearing on the matter is held and the judge makes a judicial determination of fitness to proceed. Information sources for judges include reports of the FMHE, legal file, and in a contested hearing, testimony of the defendant, witnesses, and legal argument. If the findings of the three panel are not contested, the judge makes a ruling based on the FMHE reports (HRS, 704-405). Rarely does the judge have an evidentiary hearing (less than 1 out of 100 cases).  The judicial determination may be considered a second interrater agreement trial depending on whether the judge makes an independent review or merely accepts the three panel’s findings (Cox & Zapf, 2004; Zapf, Hubbard, Wheeles, & Ronan, 2004).  The judicial determination of CST is not however, an independent rating given that the judge has reviewed the FMHE’s reports.
CST reports are highly influential in judicial determinations. Research has shown that reliability of clinical judgments of CST is very high (Rosenfeld & Ritchie, 1997). Skeem and Golding (1998) found that the court agreed with FMHE in 89% of cases. Zapf, Hubbard, Galloway, Cox, and Ronan (2004) found a 99% agreement rate between the court’s determination and FMHE recommendations in 328 CST evaluations. Acklin and colleagues (2005) found that in 58% of three panels all three FHME and the court agreed; in 32% of cases two of three FMHE and the judge agreed. Thus, in 90% of cases judges agreed with at least two of three FMHE. Following an annual training conference in 2005, levels of agreement improved significantly: In 94% of cases the court agreed with at least two FMHE (Robinson, 2007). This very high level of concordance has raised questions as to whether the judicial determination represents an independent interrater agreement trial or acquiescence to the experts (Cox & Ronan, 2004; Zapf, Hubbard, Cooper, Wheeles, & Ronan, 2004).  As noted above, we do not feel that the judicial determination is or should be considered an independent rating.
Although FMHE agreement for molar-level CST opinions is quite high, there is a paucity of research on the molecular-level dimensions underlying forensic opinions. Golding and colleagues (1984) found that raters agreed in 75 out of 77 competence decisions using their structured competence interview (k  = .93), but agreement for subdomains of competence (e.g., appreciation of charges, relationship with attorney, attitudes towards attorneys in general, anticipated courtroom demeanor, and appreciation of legal options) were quite modest: kappa range = .42 to .58. In a study of 89 cases, Rosenfeld and Ritchie (1997) found that forensic clinicians agreed in 82 (92%) of cases (k  = .83). Clinicians also reached high levels of agreement on the issue of ability to assist in their defense (k = .93) but only modestly on probability of malingering (k = .45). Level of agreement on predictions of restoration in incompetent defendants was also modest (k = .46). 

Factors Which Enhance and Threaten Interrater Agreement
A number of methodological variables influence interrater agreement. These factors derive from “complexity and definitional specificity” of the behavioral coding scheme (Haynes, 1978, p. 157); factors deriving from the evaluation process, including sequence and environment; factors related to target behaviors, including reactivity to the evaluation process; and factors related to the raters themselves. Imprecise definitions, vague instructions, changes in observation environment, target behavioral reactivity, varying sources of information, rater bias and drift, and reactive effects of observation are all potential threats to agreement. These will be discussed in turn. 

Complexity and definitional specificity of the behavioral code-- The clarity of the behavioral coding scheme and specificity of coding language may play a major role in enhancing interrater agreement. "Characteristics of the behavior code, particularly complexity and definitional specificity, affect the degree of interrater agreement" (Haynes, 1978, p.157).” Since complex codes may involve multiple target behaviors or behaviors difficult to discriminate, interrater agreement may be compromised. Interrater agreement is adversely affected when “imprecise behavioral definitions are employed which allow for excessive inferences on the part of raters” (Haynes, 1978, p. 157).  “Imprecise definitions of behaviors being observed increase the probability of rater bias because it increases the possibility of subjective interpretation of events with consequent disagreement between raters” (Haynes, 1978, p.157). The use of complex coding systems may benefit from “professional, full-time raters” (Haynes, 1978, p. 157).
Frequently, case law may illuminate and operationalize statutory language with a much higher degree of behavioral specificity than statutory language. In Hawaii, the Intermediate Court of Appeals decision in Hawaii vs. Soares (81 Hawai'i 332, 916 P.2d 1233) elaborated Hawaii’s Dusky-based criteria for CST. The court provided the following specifications of the HRS 704-404 codification, for example: 

“Appropriate considerations in determining whether the accused is fully aware of the nature of the proceedings include: 
· whether he [or she] understands the nature of the charge and can appreciate its seriousness; 
· whether he [or she] understands what defenses are available; 
· whether he [or she] can distinguish a guilty plea from a not guilty plea and understand the consequences of each; 
· whether he [or she] has an awareness of his [or her] legal rights; 
· and whether he [or she] understands the range of possible verdicts and the consequences of  conviction.
Facts to consider in determining an accused's ability to assist in his [or her] defense include: 
· whether he [or she] is able to recall and relate facts pertaining to his [or her] actions and whereabouts at certain times; 
· whether he [or she] is able to assist counsel in locating and examining relevant witnesses; 
· whether he [or she] is able to maintain a consistent defense;
· whether he [or she] is able to listen to the testimony of witnesses and inform his [or her] lawyer of any distortions or misstatements; 
· whether he [or she] has the ability to make simple decisions in response to well-explained alternatives; 
· whether, if necessary to defense strategy, he [or she] is capable of testifying in his [or her] own  defense; 
· and to what extent, if any, his [or her] mental condition is apt to deteriorate under the stress of trial.”
Training of Raters—Interrater agreement is enhanced when observers are initially trained to a high level of agreement with a criterion (Suen  & Ary, 1988). Initially accuracy trumps agreement. After thorough exposure to the coding scheme and detailed behavioral correlates, training may proceed through exposure to increasingly complex target behaviors, through videotaped presentations (which preserves the target behavior for analysis of errors), role playing with live subjects, to actual forensic evaluation of defendants. To counteract the decay of observer accuracy, periodic feedback to raters is helpful.  Rater accuracy and agreement is enhanced when raters know their performance is being monitored (Romanczyk, Kent, Diament, & O’Leary, 1973).  Studies have shown that observers attempt to make themselves appear positive in the eyes of experimenters, enhancing approval and positive social consequences (Boykin & Nelson, 1981). This demonstrates the impact of environmental variables on levels of observer accuracy and agreement. 
The professionalization of observers may enhance interrater reliability. Haynes observed, “The probability or degree of bias may be maximized under conditions in which...observers have not been instructed in the necessity of professional rigor in observation procedure” (Haynes, 1978, p.  157). FMHE are rarely trained “until agreement with criterion protocols reaches acceptable levels" (Haynes, 1978, p. 153) using a gold standard. Haynes goes on, "The importance of training to the accuracy of later observations cannot be overstressed.  Extensive rater training may help increase accuracy, reduce observer bias, promote a professional attitude among observers, and generally minimize many effects of accuracy- reducing variability" (p. 153).  FMHE training research conducted by Acklin, Kennedy, Robinson, Dunkin, Dwire, and Lees (2005) and Robinson (2007) found significant improvements in rates of agreement following an annual training session which focused on CST statutory criteria and standardization of reporting format.
Factors Associated with the Evaluation Process—The setting or settings in which assessments take place affects interrater agreement. “Standardization of observation environments reduces behavioral variability” but enhances generalizability (Haynes, 1978, p. 151).  Ordinarily, for defendants who are in jail or in the state hospital, examinations are carried out under conditions which are adequate. In this situation all examinations take placed in the same setting, albeit at difference times of the day (depending on examiner’s schedule). Defendants not in custody are evaluated in clinician’s offices. Thus, in many instances, evaluations take place in different environments at different points in time. 
Whether or not evaluations are performed independently may also play a very important role in the levels of agreement obtained. Rosenfeld and Ritchie (1997) discussed the manner in which levels of agreement may be bolstered by the practice of conducting interviews jointly or where “a clinician who is unsure which decision to render may be swayed by the apparent confidence of the second evaluator…or may even agree with the more confident clinician in an effort to avoid conflicts, embarrassment, or disagreements” (1997, p. 155). 

Target Behaviors--A number of target behavioral variables may also influence interrater agreement. These include reactivity to the evaluation process, demand factors, behavioral variability that results from clinical psychopathology, and subject impression management, for example, “faking bad.” The issue of deception on CST examinations has received attention in the professional literature (Rogers, Sewell, Grandjean, & Vitacco, 2002; Vitacco, Rogers, Gabel, & Munizza, 2007). Since the forensic CST evaluation takes place across time, the sequence of the evaluation is a factor, where the defendant has the opportunity to meet with one evaluator after another at different points of time. 
Observer Characteristics--A number of characteristics and behaviors of observers influence interrater agreement. These include "Variability in the sex, race, dress or behavior would be expected to affect behavior of the target subjects" (Haynes, 1978, p. 151). Reid (1970) compared the accuracy of observers during overt and covert assessment of their reliability and found that they were significantly more accurate when they were aware that they were being checked.  Taplin and Reid (1973) found that observer accuracy decreased between the end of a training period and the beginning of data collection and that it increased on days when "spot checks" were expected. Whether or not raters are being observed or receiving feedback concerning, their performance plays a significant role in the quality of interrater agreement. 
Rater bias deserves specific mention. In the case of the forensic CST evaluation what does rater bias mean? Haynes (1978) writes "…with rater bias we are concerned with systematic error in observation data (p. 156)." A recent example may help illustrate. After performing a thorough CST evaluation including cognitive, and achievement testing of a 13 year old male with 2nd to 4th grade cognitive and achievement skills, I was informed that the Family Court judge has declared the youthful defendant “fit to stand trial.” In my astonishment, I was told by the defense attorney that these sorts of decisions were “typical” for the judge. Bias is, in effect, a way of interpreting the coding scheme. Almost all statutory language leaves considerable room for interpretation. In the CST context, for example, “basic” versus “decisional” competence may distinguish an opinion of a defendant’s CST. In contrast to “decisional competence” which is reasonably well operationalized in behavior science research and case law (e.g., Hawaii vs. Soares), other legal concepts may be subject to wide ranging interpretation such as “substantial impairment,” “appreciation of wrongfulness,” or, perhaps the most controversial of all “risk of dangerousness.”  The clinician’s personal values play a role in interpretation of clinical facts and statutory language. Hormant and Kennedy (1987) “demonstrated that individual differences in ideology (e.g., political perspective, general support for the insanity defense) tended to influence clinicians’ psycholegal opinions.” (cited in Murrie & Warren, 2005, p. 520; Redding & Repucci, 1999). In this situation, one rater’s bias may be another’s judicial or political  philosophy. In order to detect bias and increase objectivity, Murrie and Warren recommend self-monitoring, including regular review of psycholegal opinions, calculation of clinician-attorney agreement rates (Colbach, 1981), retrospective review of psycholegal reasoning, and continuous efforts to minimize errors in clinical judgment (Murrie & Warren, 2005, p. 523). Taken together, these studies imply that differences in experience, mental set, initial and retraining training of observers, monitoring of performance and performance feedback can influence and enhance the accuracy with which behavioral records are made and scored. 
Use of Forensic Assessment Instruments--The use of forensic assessment instruments (Otto & Heilbrun, 2002) has been advocated as a means to reduce rater method variance, to structure the obtaining and organizing of information, with the goal of improving interrater agreement. “Forensic assessment instruments are measures that are directly relevant to a specific legal standard and reflect and focus on specific capacities, abilities, or knowledge that are embodied by the law. Tests designed to assess a criminal defendant's competence to stand trial or an older person's ability to manage legal, financial, and health care matters are examples of such instruments” (Otto & Heilbrun, 2002, p. 9). An extensive review of CST forensic assessment instruments is found in Melton, Petrila, Poythress, and Slobogin (1997). An early study of first generation CST tests--the Competency Screening Test and the Georgia Competency Test--in relation to forensic staff decisions found excellent interscorer reliability (intraclass r = .95) with agreement in 94.3% of cases (Nicholson, Robertson, Johnson, & Jensen, 1988). Reliability studies have confirmed first generation CST instruments: the Competency Screening Test (ICC = .89-.94), Competency Assessment Instrument (percent agreement = 90%), Interdisciplinary Fitness Interview (percent agreement = 97%; kappa = .93), and Georgia Court Competency Test (ICC = .96). 

Three second generation, empirically-developed forensic CST measures have recently received attention in the literature and show potential for enhancing CST interrater agreement: The MacArthur Competence Assessment Tool—Criminal Adjudication (Mac-CAT-CA, Evaluation of Competency to Stand Trial-Revised (ECST-R), and the Fitness Interview  Test-Revised (FIT-R).

 In specific, the MacArthur Competence Assessment Tool—Criminal Adjudication (Mac-CAT) has yielded very high level of levels of interrater agreement for three Dusky-oriented scales: Understanding, Reasoning, and Appreciation. “Interscorer reliability for the three measures as estimated by this procedure ranged from very good to excellent, with intraclass R = .75 for Appreciation, .85 for Reasoning, and .90 for Understanding” (Otto,  Poythress, Nicholson, Edens, Monahan, Bonnie, Hoge, & Eisenberg, 1998). 
The recently developed Evaluation of Competency to Stand Trial-Revised (ECST-R; Rogers, Tillbrook, & Sewell, 2004; Rogers, Sewell, Grandjean, & Vitacco, 2002) is a semistructured interview that provides standardized inquiries and 25 CST ratings related to the three prongs of Dusky v. United States: factual understanding, rational understanding, and consult with counsel.  These CST ratings are supplemented with the previously described Atypical Presentation scale to screen for feigned incompetency. The ECST-R provides CST scores for three scales with associated interrater reliabilities derived from three studies (reported in Rogers, Tillbrook, & Sewell, 2004): Factual Understanding of the Courtroom Proceedings (rs = .86, .89., .97); Rational Understanding of Courtroom Proceedings (rs = 1.00, .64, .89), and Consult with Counsel (rs = 79, .62, .98).  Using confirmatory factor analysis, Rogers and his colleagues (Rogers, Jackson, Sewell, Tillbrook, & Martin, 2003) have used the ECST-R to validate a three factor “discrete abilities model”—as opposed to the domains or cognitive-complexity models-- for operationalizing the Dusky standard demonstrating high levels of interrater agreement at both item (M rs = .89, .97, and .98) and scale levels (rs = .97, .98, and .98).

Finally, Canadian researchers have reported the following interrater agreement findings for the Fitness Interview Test-Revised (FIT), a semistructured interview which addresses Canadian CST statutory criteria. Using videotaped interviews of actual fitness evaluations, the FIT-R developers examined interrater agreement between physicians, nurses, forensic psychologists, and psychology graduate students. Using the FIT, they rated the fitness of each defendant portrayed in the videotapes. For overall judgment of fitness, the average intraclass correlation based on the full samples of raters was found to be 0.98, and for most items on the FIT, intraclass correlations fell within the 0.80s and 0.90s. Reliability estimates were high across professional groups. Overall, the study provided support for the psychometric properties of the FIT, as well as for the ability of various professionals to conduct reliable fitness assessments. In a comparison between the MacCAT-CA and FIT, Zapf and Roesch (2001) found that a larger proportion of individuals were found to be impaired on the MacCAT-CA (48%) than on the FIT (32%) suggesting “that individuals have to demonstrate gr4eater capacity to be found competent in the United States than they do to be found competent in Canada” (p. 90). 
Developments in forensic assessment technology permit significant enhancements in the quality of forensic CST evaluations, more systematic gathering and organization of data, and better agreement on dimensions underlying CST opinions, with empirically-proved enhancement in interrater agreement. It seems clear that the addition of structured forensic assessment instruments to the CST examination significantly improves interrater agreement.
Conclusion

Viewing forensic examinations-- where more than one judge reaches psycholegal opinions about a defendant’s criminal competencies--as an interrater agreement trial provides a framework and set of conceptual tools for isolating and clarifying factors which play a role in enhancing or detracting from forensic interrater agreement. Forensic mental health evaluators and judges are only human. The accuracy and agreement of their judgments are affected by numerous procedural, environmental, target, personal, and social factors. Specification and clarity of statutory language; operationalization of legal definitions; standardization of information sources and evaluation process, including use of structured forensic assessment instruments; sensitivity to settings, time sequence, and variability in examiners; examination of bias; training of evaluators; and feedback about rater’s psycholegal opinions are all likely to enhance the accuracy of opinions and quality of forensic reports submitted to the Courts. Although there is ample research indicting high levels of FMHE agreement on CST (a higher order molar-level construct: Haynes & O’Brien, 2000, p. 203), agreement of the molecular level variables underlying CST are yet to receive thorough consideration. The use of FAIs shows significant promise for enhancing interrater agreement on both CST opinions and dimensions. 
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